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Course Overview
• Textbook: Computer Organization and Design: The 

Hardware/Software Interface by Hennessy/Patterson, MIPS, 
5th Edition.

• CPU performance, MIPS assembly, Arithmetic operations, 
Processor design, Pipelining, Memory/Cache, Cache 
performance

• MIPS assignment on SPIM simulator, CPU design project with 
Verilog on ModelSim, Cache performance assignment on Intel 
Pin cache simulator tool

• No parallelism concepts
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         WEEK LECTURE LAB

1 Introduction C 

2 Performance C HW1 (Performance) out

3 MIPS MIPS/SPIM

4 MIPS MIPS examples HW1 deadline

5 MIPS MIPS examples HW2 (MIPS) out

6 Arithmetic Arithmetic Questions

7 Arithmetic Recitation (Midterm Preparation) HW2 deadline

8 Midterm NO LAB

9 Processor Processor/Verilog

10 Processor Processor/Modelsim HW3 (Processor) out

11 Pipelining Pipelining Questions

12 Memory Cache Simulator HW3 deadline

13 Cache Cache

14 Cache Performance HW4 (Cache) out

HW4 deadline

Final



ToUCH Modules
• [C1] Introduction to ARM
• [D1] Introduction to CUDA Programming
• [C2] GPU Memory Hierarchy
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[C1] Introduction to ARM
• Introduction to ARM Lecture 

– ARM vs MIPS

• Intro to ARM Thumb Lecture
– Discuss tradeoffs

• Intro to ARM NEON Lecture
– Introduce SIMD

– Coprocessor/heterogeneous architecture

• Not planning to have labs/any related assignments, but show 
the code samples
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[D1] Introduction to CUDA 
Programming
• After CPU design and pipelining
• Introduction to parallel architectures (multicores, then GPU)
• Some material (mostly figures) from my CUDA course for the 

architectural concepts 
• CUDA lecture from ToUCH

– Show / run the vectorAdd code in the lecture, compare the performance with 
pthread/OpenMP version

• Talk about why deep learning is so successful :)
– Modern ML is just high performance computing!
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[C2] GPU Memory Hierarchy
● Improved performance through GPU shared memory 

Lecture
● Already having tiled matrix multiplication code in C to 

show the cache performance
● Tiled matrix multiplication CUDA code utilizing shared 

memory
● Show / run the codes in the lab session, compare the 

performance
● Show the power of the direct management on faster 

memory
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         WEEK LECTURE LAB

1 Introduction C 

2 Performance C HW1 (Performance) out

3 MIPS MIPS/SPIM

4 MIPS MIPS examples HW1 deadline

5 MIPS MIPS examples HW2 (MIPS) out

6 Arithmetic Arithmetic Questions

7 Arithmetic Recitation (Midterm Preparation) HW2 deadline

8 Midterm NO LAB

9 Processor Processor/Verilog

10 Processor Processor/Modelsim HW3 (Processor) out

11 Pipelining Pipelining Questions

12 Memory Cache Simulator HW3 deadline

13 Cache Cache

14 Cache Performance HW4 (Cache) out

HW4 deadline

Final
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         WEEK LECTURE LAB

1 Introduction C 

2 Performance C HW1 (Performance) out

3 MIPS MIPS/SPIM

4 MIPS MIPS examples HW1 deadline

5 MIPS MIPS examples HW2 (MIPS) out

6 ARM [C1] Recitation (Midterm Preparation)

7 Midterm NO LAB HW2 deadline

8 Processor Processor/Verilog

9 Processor Processor/Modelsim HW3 (Processor) out

10 Pipelining Pipelining Questions

11 Parallelism [D1] OpenMP/CUDA HW3 deadline

12 Memory Cache Simulator

13 Cache Cache

14 Cache /GPU SM 
Performance [C2]

HW4 (Cache) out

HW4 deadline

Final
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THANK YOU!
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